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ABSTRACT
The discovery of new magnetic materials is a big challenge in the field of modern materials science. We report the development of a new
extension of the evolutionary algorithm USPEX, enabling the search for half-metals (materials that are metallic only in one spin channel)
and hard magnetic materials. First, we enabled the simultaneous optimization of stoichiometries, crystal structures, and magnetic structures
of stable phases. Second, we developed a new fitness function for half-metallic materials that can be used for predicting half-metals through
an evolutionary algorithm. We used this extended technique to predict new, potentially hard magnets and rediscover known half-metals. In
total, we report five promising hard magnets with high energy product (∣BH∣MAX), anisotropy field (Ha), and magnetic hardness (κ) and
a few half-metal phases in the Cr–O system. A comparison of our predictions with experimental results, including the synthesis of a newly
predicted antiferromagnetic material (WMnB2), shows the robustness of our technique.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0113745

I. INTRODUCTION

Modern technology would be impossible without magnetic
materials. Enhancing the useful properties of magnetic materials
while making them lighter and cheaper would facilitate the appli-
cation of these materials in modern and future technologies. Two
types of technologically appealing magnetic materials are considered
here: hard magnets and half-metals. The discovery of hard magnets

goes back half a century, when permanent rare earth-based magnets
were discovered.1 Many technologies and devices were developed
using these hard magnets, but in the past three decades, there has
been no significant achievement in the discovery of new hard mag-
nets. At the same time, a new field of electronic technology known
as spin-electronics (spintronics) is emerging, with promise in regard
to the utilization of electron’s spin degree of freedom to carry out
logic operations and storage.2,3 100% of the spin-polarized current
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is needed, so having new materials for producing a fully polarized
current at room temperature is a prerequisite.

One may divide ferromagnetic (FM) materials into two cat-
egories: soft magnets such as annealed iron, which can be mag-
netized easily but also easily demagnetized, and hard magnets,
which tend to stay magnetized. Permanent magnets are based on
hard magnets such as alnico, ferrite, or alloys of rare earth metals
(i.e., Nd–Fe–B and Sm–Co types). There are four most impor-
tant properties of a hard magnet: remanence (spontaneous mag-
netization M0), Curie temperature Tc, coercivity (Hc), and energy
product ∣BH∣MAX. These properties are determined by the local mag-
netic moment, exchange interaction, and spin–orbit coupling. Hard
magnets should include (1) heavy atoms to create strong spin–orbit
coupling, a relativistic effect solely responsible for fixing the direc-
tion of magnetization—among non-radioactive elements, spin–orbit
coupling is strongest in Bi, Pb, Re, W, Ta, Hf, rare earths, Sb, Sn,
Cd, Ag, Mo, and Zn; (2) transition metals—such as Fe, Co, Mn, or
Ni—which are good donors of spin density because of the nearly
half-filled d orbitals; and (3) some additional elements to broaden
the chemical space and increase the likelihood of finding stable hard
magnets.

The scarcity of rare earth elements creates the need for
high-performance magnetic materials without rare earth elements.4
Computational search for promising magnetic materials is very
useful since experimental studies are hindered by high cost and
time-consuming procedure of synthesis; it is in fact impossible to
exhaustively search for promising materials only by experiment. By
means of recent developments in computational/theoretical mate-
rials science,5,6 several computational methods have been proposed
for automated screening based on density functional theory (DFT)
coupled with either data mining procedures7 or global optimization
using, for example, evolutionary algorithms.8–12 In this study, we
extend our evolutionary algorithm USPEX8,9,13,14 and run magnetic
structure prediction at spin-polarized generalized gradient approxi-
mation (GGA)15 and GGA + U16,17 levels of theory. We performed
variable-composition searches for stable ferromagnetic compounds
containing a heavy atom to provide strong spin–orbit coupling,
a transition metal to increase the number of unpaired electrons,
and optionally an additional element to stabilize the compound.
These calculations produced a set of stable compounds, with detailed
chemical formulas, and optimal arrangement of atoms and their
magnetic moments.

II. COMPUTATIONAL METHODS

The evolutionary algorithm (USPEX) used here is capable of
predicting stable structures/compositions formed by given elements.
Details of the method are provided in Refs. 8, 9, and 13, and a num-
ber of applications (e.g., [18–24]) illustrate its efficacy in the case of
atomic and molecular crystals, surfaces, two-dimensional materials,
polymers, and nanoparticles. Here we use the variable-composition
mode of USPEX,13 sampling structures with up to 16 atoms in the
primitive cell. 60% of the highest-ranked structures were allowed to
produce offspring using different variation operators—heredity and
mutation. In each generation (except the first generation), 40% of
structures were generated using heredity, 40% were generated by
mutation (15% by softmutation, 15% by transmutation, and 10%

using spin mutation), and 20% were generated randomly. For binary
systems (i.e., Cr–O, Fe–Sn, and Mn–Sn), the initial population size
(number of randomly generated structures in the first generation) is
equal to 160 and the normal population size (number of structures of
next generations) is equal to 80. For ternary systems (i.e., W–Mn–B),
these numbers are increased to 200 and 120, respectively.

The underlying structure relaxations and energy calculations
were performed using the Vienna Ab initio Simulation Package
(VASP) code25–28 at zero pressure. To reveal the ground state of
magnetic materials, one needs to predict the optimal arrangement
of local magnetic moments simultaneously with global optimization
of the crystal structure, but an exhaustive sampling of all possible
magnetic configurations for all produced crystal structures is often
impractical. Here, we simplified the problem by considering only
collinear magnetic systems—ferromagnetic (FM), antiferromagnetic
(AFM), ferrimagnetic (FiM), and nonmagnetic (NM). Atoms in
magnetically ordered phases can be in different spin states: high-spin
(HS), low-spin (LS), various intermediate-spin (IS) states; moreover,
in the same material, different spin states can coexist (LH, LI, IH).
To that end, a new operator, spin mutation, was added to vary
the magnitude and direction of magnetic moments on randomly
selected atoms (for details of this new operator, we refer to the
supplementary material).

Many magnetic materials are strongly correlated and one often
has to go beyond DFT or DFT + U approaches. For several known
materials, we carefully took electronic correlations into account
using the DFT + U method29–32 and the dynamical mean-field
theory (DMFT).33,34 The latter approach provides a systematic treat-
ment of many-body effects by considering the local spin dynamics.
A combination of DFT and DMFT, known as the DFT + DMFT
approach,35 has become a state-of-the-art method for providing a
realistic description of correlated materials (for a review, see [36] and
[37]). Our DMFT calculations were performed in the paramagnetic
(spin symmetric) phase using the AMULET code.38 The impurity
problem was solved by the hybridization-expansion continuous-
time quantum Monte Carlo algorithm with the density–density form
of Coulomb interaction. The double-counting correction was taken
in the around mean-field form. The Coulomb interaction matrix for
d-shells was parameterized via Slater integrals F0, F2, F4 linked to the
Hubbard U = F0 and Hund’s rule coupling J = (F2 + F4)/14 (details
can be found in 39).

In order to study half-metals, accurate band gaps are needed,
and for this reason, the HSE0640,41 hybrid functional was used to
calculate band structures and density of states (DOS) for the phases
in the Cr–O system that were identified as the most promising
in an USPEX search (see Fig. S4 in the supplementary material);
these calculations were done using the PWmat42,43 code. The
spin-polarized calculations were performed using NCPP-SG15-PBE
pseudopotential with an energy cutoff of 680 eV and appropriate
Monkhorst–Pack k-mesh with a resolution of 2π× 0.06 Å−1.

A. Hard magnets
For all the selected systems, after finding the best structures

using USPEX with U − J = 0 eV, the top 60–80 ranked struc-
tures were chosen for further investigation of their hard magnetic
properties. To explore electron correlation effects, all selected struc-
tures were relaxed again at different values of (U − J). To explore
potential hard magnets, for each promising material we calculated
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the magnetocrystalline anisotropy energy (MAE) curve. The MAE
curve was calculated using a computationally efficient method
implemented in VASP. In this method, initially, we performed a
high-precision magnetic calculation (collinear calculation) to obtain
the magnetic ground state, charge density, and wavefunction, then
we added spin–orbit coupling and used the charge density and wave-
function obtained in the first step for calculating the ground state
energy for different magnetization directions (noncollinear calcula-
tion). In this method, to optimize the calculation time, the initial
calculation (collinear) is performed self-consistently, and then for
the rotation of the magnetization direction (noncollinear), the non-
self-consistent method implemented in VASP was used.44 (For more
details on the convergence of the MAE curve calculation, please refer
to the supplementary material.)

For DFT +U calculations, we used Dudarev’s formula,17 which
needs only one parameter, i.e., (U − J), for running the DFT + U
calculation. In finding the MAE curve, we used the plane wave
kinetic energy cutoff of 600 eV, and for each material and
different values of U − J, we carefully checked the energy conver-
gence with changing k-point mesh density to achieve the rquired
excellent convergence of the energies and structural parameters. All
the studied compounds are metallic and one expects that on-site
electron correlations of 3d-electrons are to a large extent (but not
completely) screened. We explored these phases at 0 ≤ U − J ≤ 2 eV
to account for the uncertainty of the extent of electron correlation
in each compound. We then calculated the MAE curve, maximum
energy product ∣BH∣MAX, magnetic hardness, and the anisotropy
field (Ha) for selected structures. In the calculation of the MAE
curve and anisotropy constants, we used an automatic k-point gen-
erator implemented in VASP and rotated the magnetization angle
to find directions with the lowest and highest energy. The difference
between these two energies gives the MAE and the correspond-
ing curve is called the MAE curve. To calculate the MAE curve
and, subsequently, hard magnetic properties, we used the uniax-
ial anisotropy expression; this approximation provides a simple but
powerful parameterization of the magnetic anisotropy.45 In this
approximation, the MAE curve can be quantified by fitting energies
to the following expression:

E
V
= K1 sin2 α + K2 sin4 α, (1)

where K1 and K2 are the first and second anisotropy con-
stants, respectively, α is the angular change along the MAE curve,
and V is the volume of the unit cell. Using this approximation, two
different types of anisotropy are possible: easy axial and easy pla-
nar anisotropy. In easy axial anisotropy, K1 < 0, and for easy planar
anisotropy, K1 > 0; here, we report the absolute value of K1 and
K2 and mention whether it corresponds to easy axial/planar in a
separate column of Table II.

For each magnetic structure, we can define the magnetization
vector in the Cartesian coordinate system as

M =M0(sin θ cos ϕx̂ + sin θ sin ϕŷ + cos θẑ), (2)

where M0 represents spontaneous magnetization, (x̂, ŷ, ẑ) are the
coordinates of the unit vector of magnetization, and θ and ϕ
are the angles of Cartesian coordinates retrieved from spherical

coordinates (radius M0, inclination θ, azimuth ϕ). Using the single-
domain crystal assumption with coherent rotation of magnetization
for ferromagnetic phases, we compute the anisotropy field in the
ferromagnetic Stoner–Wohlfarth (SW) model as follows:

Ha = 2
K1

μ0M0
(for K1 > 0). (3)

Here, we ignored K2 since all predicted materials in this work have
K2 ≈ 0. By calculating the magnetization M0, one can calculate the
energy product (∣BH∣MAX), which is the absolute upper limit of mag-
netostatic energy stored in free space by a permanent magnet of unit
volume.45 ∣BH∣MAX for an ideal square hysteresis loop4 is given by

∣BH∣MAX =
μ0M2

0

4
, (4)

where μ0 is the vacuum permeability (μ0 = 4π × 10−7 NA−2).
Another important quantity in characterizing hard magnets

concerns the possibility to fabricate a magnet in any shape without
losing its magnetization;4 this dimensionless quantity is known as
magnetic hardness (κ),

κ =
√

K1

μ0M2
0

, (5)

for an optimized single-domain permanent magnet to have
Hc >M0/2, a value of κ > 1 is expected (this condition may change
depending on the desired macroscopic shape of the magnet, e.g.,
long needle or thin film).

B. Half-metals
High signal strength and robust readout in spin-electronic

devices can be achieved with the use of fully polarized current.46,47

One way to achieve 100% polarization is to use half-metals as spin fil-
ter. Half-metals have the intrinsic ability to produce spin-polarized
electronic current. In a half-metal, the density of states (DOS) at
the Fermi level g(Ef ) for one spin direction is zero (usually minor-
ity band) and that for the other spin direction is nonzero g(Ef )
(one spin channel is insulating, while the other is conducting).48 In
1983, de Groot et al. reported half-metallic Heusler alloys as other
experimental and theoretical reports of new half-metals appeared,
including two famous half-metals: rutile-structured CrO2 and
Heusler alloy NiMnSb.48 While many works have tried to predict
new half-metal candidates,50–54 to date, a reliable, fast, low-cost, and
general method of discovery is lacking. One of the main disadvan-
tages of current half-metals is their strong temperature dependence
of current polarization, which has roots in spin wave excitation and
a narrow gap between the Fermi energy and top of the conduction
band in the insulating channel.47

Using the density of states (DOS) at the Fermi energy, we define
the spin polarization to be55

P(E f ) = ∣
g↑(E f ) − g↓(E f )
g↑(E f ) + g↓(E f )

∣, (6)

where g
↑
(Ef ) and g

↓
(Ef ) are the densities of states at the Fermi level

for the spin channels. One major reason for this temperature depen-
dence is the location of the Fermi energy near the top (bottom) of
valence (conduction) band in the insulating channel. In this section,
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we introduce a new fitness function to find materials that do not
suffer from this problem. To achieve 100% spin polarization,
one spin channel should be insulating (semiconducting) and the
other one conducting. Moreover, to achieve good conductivity, the
conducting spin channel should have high enough DOS at the
Fermi level (g(E f )cond). The fitness function that embodies all this
information in the form of a single number is (with unit of Å−3)

f HM = (
EC × EV

Eg
)

ins
× (g(E f ))cond, (7)

where EC and EV are the energy difference between the Fermi
energy and bottom of conduction band and that between the Fermi
energy and top of the valance band, respectively, Eg is the energy
bandgap (Eg = EC + EV), and (g(E f ))cond is the density of states
(in states/eV Å3) for the conducting spin channel (all Eg , EC, and
EV are defined for the insulating channel). The advantage of this
new fitness function is that it can measure the bandgap and DOS
simultaneously.

Multi-objective (MO) optimization56,57 mode of USPEX was
used to ensure that structures obtained through the evolutionary
search are both good half-metals and energetically favorable. It
is important to use this method since unstable half-metals are as

useless as stable compounds with no half-metallicity, and both
properties need to be optimized simultaneously—see Fig. 1.

III. RESULTS
A. Half-metals

To test our fitness function and its working within USPEX, we
chose the well-studied Cr–O system. In this system, we expect to
find the known half-metal CrO2. In this calculation, we employed
the multi-objective optimization method56,57 in order to search for
phases with low energy and high half-metallicity simultaneously.
We performed a USPEX search in the Cr–O system using the
DFT+U method based on GGA-PBE functional15 with U − J = 2.1
and 3.7 eV (typical values used by previous studies on this
system58–60). These calculations were carried out using the
variable-composition mode13 of USPEX, to screen all the possible
compounds in this system. As a result, several promising phases
were predicted. Among these, all the reported stable phases61 were
indeed found. Our calculations show that R3̄c − Cr2O3 is stable at
U − J = 2.1 and 3.7 eV, which is in agreement with previous
studies.58,59 P42/mnm–CrO2 is stable at U − J = 2.1 eV
and metastable (45 meV/atom above convex hull) at U − J = 3.7 eV.
Several geometrically similar structures of CrO with space groups

FIG. 1. Ashby plot of half-metallicity vs
instability of Cr–O compounds. The val-
ues were obtained using HSE06 hybrid
functional. Structures on the first Pareto
front are embedded in the plot.
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Cccm, C2/c, and P42/mmc were predicted. Our calculation shows
that the energy of Cccm–CrO is slightly lower, and this structure
is thermodynamically stable at U − J = 3.7 eV and metastable
at U − J = 2.1 eV (12 meV/atom above convex hull). The phase
diagram of this system is shown in Fig. 2(a). We find that Cr5O12 is
metastable with energy 17 and 133 meV/atom above the convex hull
for U − J = 2.1 and 3.7 eV, respectively (in agreement with other
works62). In addition to the prediction of all reported low-energy
chromium oxides, we predicted several new promising phases with
low energy and/or high half-metallicity. Metastable low-energy
phases P1̄–Cr3O4 (with energy 15 meV/atom above the convex
hull) and C2/m–Cr5O8, P2/m–Cr5O8, and Cm–Cr4O7 with high
half-metallicity were predicted by our calculations and are shown in
Table I.

Looking at Table I, one can see that several phases are pre-
dicted with high half-metallicity. The predicted P42/mnm–CrO2 was
found to be a half-metal, and its crystal structure is in excellent
agreement with experiment63,64 (see Table I). Along with this phase,
two very promising half-metal phases are Cr6O11 and Cr4O7 with

energies very close to the convex hull. All these phases are also
predicted to have high magnetization. In recent years, many
attempts to find of new half-metals—from 2D systems52,53 to
Heusler alloys51—have been made. In this work, we defined a sim-
ple and physically reasonable fitness function for half-metals and
showed that the extension of evolutionary algorithm USPEX by the
introduced fitness function is a powerful tool for a systematic search
for this class of materials and can facilitate the discovery of new
half-metals.

B. Hard magnets
Finding rare earth-free hard magnets. One has to keep in mind

that finding rare earth-free hard magnets is a challenging task; here,
we picked stable and metastable phases, which have at least one
of the selected hard magnet properties: spontaneous magnetization
(M0), anisotropy field (Ha), magnetic hardness (κ), energy product
(∣BH∣MAX). As a benchmark, we also calculated the hard magnetic
properties of FePt, a well-known hard magnet, and our results are in
very good agreement with the actual properties of FePt, see Table II.

FIG. 2. Convex hulls of (a) Cr–O, (b) Fe–Sn, (c) Mn–Sn, and (d) W–Mn–B systems. In the ternary case, green points indicate stable phases and red points show metastable
phases. It is worth mentioning that the stability of one structure with one value of U − J does not guarantee stability for other values of U − J; for more details on the range
of stability of selected compound with the change of U − J, see the supplementary material.
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TABLE I. Structural parameters and half-metallicity (f HM) of the predicted chromium oxides. Structures were relaxed using DFT+U (at U − J = 2.1 eV), while the electronic
properties (including the half-metallicity) were calculated using HSE06 hybrid functional.

Magnetization f HM ×103 Lattice parameters E above convex
Compounds Space Group μB⋅Å

−3 Å−3 a (Å) b (Å) c (Å) α β γ ΔH (eV/atom) hull (eV/atom)

CrO2 P42/mnm 0.068 9.7 4.49 4.49 2.98 90.0 90.0 90.0 −1.935 0
Cr2O3 R3̄c 0.115 0.0 5.09 5.09 13.76 90.0 90.0 120.0 −2.216 0
Cr6O11 P1̄ 0.081 21.7 9.58 7.06 5.45 72.3 81.1 89.7 −2.013 0.004
CrO Cccm 0.147 0.0 4.02 4.69 5.46 90.0 90.0 90.0 −1.834 0.012
Cr3O4 P1̄ 0.120 0.7 5.43 3.05 5.16 88.3 73.3 96.0 −2.095 0.015
CrO2 Pbcn 0.069 7.1 4.31 5.51 5.02 90.0 90.0 90.0 −1.903 0.032
Cr2O3 R3̄ 0.108 0.0 5.15 5.15 14.37 90.0 90.0 120.0 −2.162 0.055
Cr5O8 C2/m 0.095 11.8 10.10 2.96 10.16 90.0 105.2 90.0 −2.073 0.078
Cr4O7 Cm 0.069 18.2 12.32 3.03 10.08 90.0 129.5 90.0 −1.971 0.091
Cr5O8 P2/m 0.091 9.0 5.21 3.00 9.90 90.0 100.3 90.0 −2.021 0.130

Experimental

CrO2
65 P42/mnm 4.42 4.42 2.92 90.0 90.0 90.0 −2.06666 0

Cr2O3
67 R3̄c 5.07 5.70 13.87 90.0 90.0 120 −2.36759 0

C. W–Mn–B system
In W–Mn–B systems, tungsten plays the role of a heavy element

and manganese is a donor of spin density. Boron was added to
broaden the chemical space and stabilize additional compounds. We
used the evolutionary algorithm USPEX with U − J = 0 eV to search

for stable compounds in the W–Mn–B system in 80 generations
(exploring about 9600 structures with different stoichiometries).
All the energy calculations and structure relaxations in USPEX
were done using spin-polarized GGA-PBE functional and VASP
code.

TABLE II. Properties of our predicted compounds, compared with modern permanent magnets obtained experimentally(FePt, Sm2Co17, Nd2Fe14B, and Sm2Fe17N3).84

Compound
Space
group

(U − J)
(eV)

M0
(MA/m)

∣K1∣
(MJ/m3)

∣K2∣
(MJ/m3)

MAE
(MJ/m3) κ

Ha
(T)

∣BH∣MAX

(KJ m−3) Easy axis/plane

Pmm2 0 0.25 2.76 ⋅ ⋅ ⋅ 2.76 5.92 22.0 19.7 ⋅ ⋅ ⋅
W3MnB4 Pmm2 1 0.28 4.3 ⋅ ⋅ ⋅ 4.30 6.52 30.3 25.2 ⋅ ⋅ ⋅

Pmm2 2 0.32 5.70 ⋅ ⋅ ⋅ 5.70 6.63 35.5 32.4 ⋅ ⋅ ⋅
FeSn2 I4/mcm 0 0.257 1.89 0.0 1.89 4.76 16.7 20.7 Easy plane
Fe3Sn P63/mmc 0 1.15 1.08 0.0 1.08 0.80 1.87 416 Easy plane

P63/mmc 2 1.32 0.16 0 0.16 0.27 0.23 545 Easy axis
P6/mmm 0 0.58 0.73 0.2 0.86 1.44 3.00 105 Easy axis

MnSn P6/mmm 1 0.72 0.67 0.10 0.65 1.00 1.81 164 Easy plane
P6/mmm 2 0.78 0.79 0.01 0.86 1.06 2.2 192 Easy plane

MnSn4 Cmmm 1 0.23 1.20 0.01 1.19 4.18 10.2 17.1 Easy axis
Cmmm 2 0.25 0.91 0.04 0.96 3.47 7.60 19.9 Easy axis

FePt 0 1.09 13.8 0.31 14.1 3.06 25.8 375 Easy axis
1 1.14 11.5 0.20 11.7 2.7 20.6 407 Easy axis
4 1.2 8.85 0.04 8.89 2.24 15 443 Easy axis

Experimental

FePt ⋅ ⋅ ⋅ 1.14 6.6 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 2.00 28.9 406 ⋅ ⋅ ⋅
Sm2Co17 ⋅ ⋅ ⋅ 0.97 4.2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1.87 21.5 294 ⋅ ⋅ ⋅
Nd2Fe14B ⋅ ⋅ ⋅ 1.28 4.9 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1.54 19 512 ⋅ ⋅ ⋅
Sm2Fe17N3 ⋅ ⋅ ⋅ 1.233 8.6 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 2.13 35 473 ⋅ ⋅ ⋅
SmCo5 ⋅ ⋅ ⋅ 0.88 17.2 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 4.33 39.1 231 ⋅ ⋅ ⋅
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In this system, several stable/metastable compounds were
predicted. Depending on the value of U − J, we found several
promising compounds and plotted the ternary convex hull diagram
as shown in Fig. 2(d). Among the predicted ternary compounds,
we found two promising antiferromagnetic and ferromagnetic
phases: WMnB2 and W3MnB4. Of these, WMnB2 turned out
to be stable at different values of U − J and W3MnB4 was
found to be metastable with very low energy—for example,
7 meV/atom above the convex hull at U − J = 0 eV. Another
predicted phase, W2MnB2, is not a promising hard magnet, but it
has been experimentally synthesized68,69 and our calculations have
successfully predicted this compound to be stable at all values of
U − J. The experimental P4/mbm structure68 is found to be stable
at U − J ≥ 0.3 eV (Table II), whereas a new Immm polymorph is
stable at (U − J) < 0.3 eV. Crystal structures of all ternary
compounds, studied in this work, are shown in Fig. 3.

1. W3MnB4

The predicted W3MnB4 has Pmm2 space group [Fig. 3(a)],
and theoretically, it exhibits a very large MAE and Ha due to the
spin–orbit coupling. Although W3MnB4 for all values of U − J has
a very large MAE (comparable to rare earth permanent magnets),
this compound in pure form is not a good candidate for permanent
magnets since it does not have uniaxial anisotropy. However, using
techniques such as megajoule magnets70,71 (where hard and soft
magnets are coupled in a nanostructure composite) or optimization
of structure with a fourth element, uniaxial anisotropy and larger
energy product can be achieved. We report the relevant magnetic
properties for this material in Table II.

2. WMnB2

The second ternary compound, which shows stability for all
values of (U − J), is WMnB2. This compound was first predicted
with U − J = 4 eV, at which value, the stable phase has space
group P21/m. Performing calculations with (U − J) below 3 eV, we
found other stable structures. For U − J = 0 eV, the stable struc-
ture has space group I4m2; for U − J = 1 eV, space group Pmmn;
and for U − J = 2 eV, space group Amm2 [Fig. 3(b)]. Experimen-
tal synthesis yielded the latter structure, but no magnetization was
found.

In structure prediction calculations with up to 16 atoms in the
primitive cell, WMnB2 was found to be stable in the ferromagnetic
state. This calculation, however, does not exclude antiferromag-
netic solutions with larger cells.72 Indeed, susceptibility calculations
[Fig. 4(a)] indicated the preference of antiferromagnetic order (sup-
ported by explicit calculations of antiferromagnetic ordering and by
experiment, see below). If WMnB2 were ferromagnetic (and per-
haps, a ferromagnetic state can be induced by doping or strain), it
would be a hard magnet.

3. DMFT for WMnB2

To explore the magnetic properties of WMnB2 and to shed
light on some of its electronic properties (see the supplementary
material), we consider the electron correlations using the DFT
+ DMFT approach. For Mn 3d states, we adopt U = 3 eV and
J = 0.9 eV used in previous DMFT studies of γ-Mn,73,74 while smaller
values of U = 2.5 eV and J = 0.5 eV were taken for tungsten due
to stronger screening in the 5d-elements. Our DMFT calculations
explicitly include the 3d, 4s, and 4p states of Mn, 5d and 6s states of

FIG. 3. Crystal structures of studied magnetic systems: (a) Pmm2 −W3MnB4, (b) Amm2 −WMnB2, (c) I4/mcm − FeSn2, (d) P63/mmc − Fe3Sn, (e) P6/mmm − MnSn, (f)
Cmmm − MnSn4. Black atoms correspond to W, purple to Mn, gray to Sn, gold to Fe, and green to B. For better insight, each crystal structure is shown from two views.
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FIG. 4. Momentum-dependent susceptibility of (a) WMnB2 and (b) Fe3Sn obtained by DFT and DFT + DMFT at β = 20 eV−1 for WMnB2 and β = 10 eV−1, different values
of Hubbard U and fixed J = 0.9 eV, for Fe3Sn. W-Mn corresponds to the mixed inter-site contribution to Eq. (8).

W, 2s and 2p states of B, by constructing a basis set of site-centered
Wannier functions as described in Ref. 75.

Using the DFT-Hamiltonian matrix HDFT in the basis of Wan-
nier functions and the self-energy Σ, obtained in DMFT approach,
we calculate the momentum dependence of the magnetic suscepti-
bility in the zeroth order in the interaction vertices (particle–hole
bubble),

χ0
q = −(2μ2

B/β) ∑
k,νn ,ij,mm′

Gim,jm′

k (iνn)Gjm′ ,im
k+q (iνn), (8)

where β = 1/T is the inverse temperature, Gk(iνn)im,jm′

= [(μ + iνn)I −HDFT(k) − Σ(iνn)]−1
im,jm′ is the one-particle Green’s

function for wave vector k and fermionic Matsubara frequency
νn = (2n + 1)π/β, μ is the chemical potential, I is the unit matrix,
i and j are site indices, and m and m′ are orbital indices. We have
verified the convergence of the obtained results with respect to the
density of the grid in momentum space. The obtained χ0

q is shown
in Fig. 4(a). One can see that in DFT (Σ = 0), the maximum of the
particle–hole bubble is achieved for the incommensurate wave vec-
tors in Γ − Z and T − Y directions. Near these maxima, the bubble
is characterized by rather weak momentum dependence, such that
close competition between ferromagnetic and these incommensu-
rate correlations is expected. At the same time, in DMFT, we find
stronger momentum dependence of the particle–hole bubble, with
the maxima, located at wave vectors, corresponding to the Z and R
points of the Brillouin zone. Therefore, according to these DMFT
results, the antiferromagnetic order with the above-mentioned wave
vectors is expected to be dominant.

4. Synthesis of WMnB2

There have been very few studies focusing on the W–Mn–B
system, mostly in 1960–1970s.68,69,76 The latest of these works69 con-
cludes that the following ternary compounds are stable: (W,Mn)3B2
(U3Si2-type structure), W4MnB5 (CrB-type structure with homo-
geneity region 38–42 at.% W, 8–12 at.% Mn), and WMnB with
unknown structure. Our calculations, however, predict that WMnB2
should be stable as well, and we decided to test this prediction
experimentally.

This compound was indeed synthesized. In order to deter-
mine precisely the structure of WMnB2, the structure of recov-
ered pellet samples from high-pressure experiments (see the
supplementary material) was studied by powder x-ray diffrac-
tion using an Equinox 1000 Inel diffractometer (Bragg–Brentano
geometry, Cu Kα radiation). The lattice parameters have been
derived from the Le Bail profile refinement procedure77 performed
using the PowderCell software. The characteristic diffraction
pattern of the single-phase WMnB2 sample is shown in Fig. 5(b).
The lattice parameters are a = 3.012(2) Å, b = 3.120(1) Å, and
c = 8.130(8) Å (in the Amm2 setting), or a = 3.120(1) Å,
b = 8.130(8) Å, and c = 3.012(2) Å (in the Cmcm setting), in
excellent agreement with the above-described experiment and with
theoretical prediction. The only difference is that our predicted
structure is fully ordered (and has lower space group Amm2),
whereas in experiment (due to high temperatures of synthesis),
the same crystal structure was obtained, but with W–Mn disorder
(hence higher symmetry—Cmcm).

Measurements of magnetization indicate that WMnB2 is not
a ferromagnet in its ground state. The shape of the hysteresis
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FIG. 5. (a) X-ray diffraction pattern showing 100% yield of WMnB2. (b) X-ray
diffraction pattern of WMnB2 synthesized at 5.2 GPa and 2500 K. Vertical red
ticks correspond to expected positions and intensities of diffraction lines of the
orthorhombic Amm2 structure predicted with U − J = 2 eV. Blue asterisk, crosses,
and circles correspond to graphite, WC (P6m2), and WB (I41/amd) impurities,
respectively.

loop [Fig. 6(b)] is not typical of an antiferromagnet either, and
we think that this material has both ferromagnetic and antiferro-
magnetic interactions and is closer to the antiferromagnetic state.
At 2 K in fields H > 30–40 kOe, there is a difference between the
ZFC curve and the field-down branch of the hysteresis loop, which
indicates a strong magnetic anisotropy in the antiferromagnetic
state. Nonlinearity of M(H) is strongest at low temperatures, while
the magnetization curves are close to linear at temperatures above
100 K. Both the coercivity Hc and remanence Mr decrease fast
with increasing temperature [Fig. 6(c)]. Temperature dependence

of the derivative dM(T)/dT shows two possible phase transitions:
one at 50 K and the other at 200 K [inset in Fig. 6(c)]. At 50 K,
we observe the disappearance of hysteresis; but, according to the
magnetic susceptibility data, ferromagnetic and antiferromagnetic
interactions persist at higher temperatures. The anomaly at 200 K
is likely due to the Néel transition from the antiferromagnetic to
the paramagnetic state (which, however, still has small parasitic
ferromagnetism).

D. Fe–Sn system
Alongside ternary systems, we also explored two binary sys-

tems, viz., Fe–Sn and Mn–Sn, where tin is a heavy metal needed
for strong spin–orbit coupling and iron/manganese are donors of
the spin density. We searched for low-energy structures of these sys-
tems using the evolutionary algorithm USPEX for 60 generations (by
exploring around 5000 structures with different stoichiometries).
Details of ab initio calculations are similar to W–Mn–B calcula-
tions and are explained in Sec. III C. In these calculations, several
promising stable and low-energy metastable structures were found
at different U − J—see the convex hull diagram of the Fe–Sn system
in Fig. 2(b).

For U − J = 0 eV, it turned out that two compounds FeSn2 and
Fe3Sn2 are stable, while there are no other metastable compounds
close to the convex hull. Fe3Sn2 was found to be stable at all values of
U − J, and its crystal structure is known experimentally to be R3m,78

which is in agreement with our prediction for (U − J) < 1.8 eV. Our
calculations predict Fe3Sn2 to be a ferromagnet (in agreement with
experiment79,80), but the calculated MAE for all U − J is at least an
order of magnitude larger than the experimental value.79,80 At U − J
= 1 eV, several metastable compounds were predicted, while none of
them showed the properties of a hard magnet.

Similarly, several metastable compounds, such as Fe7Sn, Fe6Sn,
Fe8Sn, Fe5Sn, and Fe4Sn, were found at U − J = 2 eV. Our calcula-
tions show that at U − J = 2 eV, Fe3Sn is a promising hard magnet
candidate. Of the metastable compounds, Fe4Sn turned out to be
antiferromagnetic and Fe8Sn, Fe7Sn, Fe5Sn, and Fe6Sn were found
to have a very low anisotropy constant. (For more details on the
structures of these compounds, see the supplementary material.)

FIG. 6. (a) Sample under electron microscope (×3000). (b) Isotherms M(H) of WMnB2 at T = 2K. Sample was cooled from T = 300 K down to 2 K, at which temperature the
magnetization curve was measured [zero field cooling (ZFC) was done at H ≈ −8 Oe, field cooling (FC) at H = 50 kOe]. (c) Temperature dependence of the remanence Mr

and coercivity Hc of WMnB2. Inset: temperature dependence of the derivative dM(T)/dT . The arrows correspond to the expected magnetic phase transition temperatures.
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FIG. 7. Inverse uniform magnetic susceptibility of Fe3Sn as a function of tem-
perature obtained by DFT + DMFT with different values of Hubbard U and fixed
J = 0.9 eV.

1. FeSn2

For FeSn2 with U − J = 0 eV, we found metastable phases with
space groups I4/m, P1, C2/c, C2/m and a stable phase with space
group I4/mcm. The stable phase also shows interesting hard magnet
properties, and its crystal structure is in excellent agreement with
the experimental data (Table II). Our prediction of the MAE for
this phase is 1.88 MJ/m3 with easy plane anisotropy, which is not
desirable for permanent magnets; its crystal structure is shown in
Fig. 3(c). This phase can be studied more in regard to whether an
easy axis anisotropy is achievable or not and how to improve the

energy product by adding a third element to increase magnetization.
Other properties of this phase are listed in Table II.

2. Fe3Sn
This compound has two competitive structures, both with

space group P63/mmc: one with two and the other with four for-
mula units in the unit cell. Here, we study the former structure as
it has higher magnetization and is stable at U − J = 2 eV [Fig. 3(d)].
This phase is stabilized by on-site electron correlation and it is sta-
ble only at U − J > 1.7 eV. The structure of this phase is again in
good agreement with experimental results (Table II). Previous DFT
calculations and experimental result80 have shown that this com-
pound has a large MAE of 1.59 MJ/m3, but here we performed
the DFT + U calculation of MAE with U − J = 0 and 2 eV. Inter-
estingly, the MAE we calculated for U − J = 0 (≈1.1MJ/m3) is of
the same order as the result of [80], but our calculations show that
Fe3Sn is a thermodynamically metastable phase at U − J = 0 (it is
0.035 eV/atom above the convex hull); on the other hand, for the
stable phase with U − J = 2 eV, our calculations show that Fe3Sn has
negligible MAE (≈0.16MJ/m3) but large ∣BH∣MAX, up to 545 KJ m−3

for the stable phase with an easy axis anisotropy. This means for
P63/mmc–Fe3Sn, increasing U − J would stabilize the structure but
worsen the hard magnetic properties.

For further insight into the magnetic properties of Fe3Sn, we
take into account the electron correlations using the DFT + DMFT
approach. We use U = 3 eV and J = 0.9 eV, which are in agreement
with previously obtained estimates for elemental iron.81 We also
consider larger U = 4 eV to make sure that our choice of the U − J
parameter does not qualitatively affect the results. In our DMFT cal-
culations, we explicitly include the 3d, 4s, and 4p states of Fe and 5s,

FIG. 8. MAE curves for each stable phase and different U − J values.
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5p states of Sn, by constructing a basis set of site-centered Wannier
functions as described in Ref. 75.

In Fig. 4(b), we present the momentum dependence of the
particle–hole bubble χ0

q calculated by Eq. (8). In DFT, we find
clear peaks of the particle–hole bubble at q = 0, showing that fer-
romagnetism is expected to be the dominant mode of instability
for this compound. The peaks of the particle–hole bubble at the Γ
point are also preserved in DFT + DMFT analysis, which yields,
however, closer competition of the obtained ferromagnetic order
with spin–density–wave correlations, characterized by the wave
vector qH.

Next, we calculate the uniform magnetic susceptibility as a
response to a small external field introduced in the DMFT part.
We find (see Fig. 7) a linear temperature dependence of inverse
susceptibility with the theoretical Curie temperature TC ≈ 1500 K,
which weakly depends on Hubbard U. At present, most material-
specific DMFT calculations consider the Coulomb interaction in

the density–density form, which corresponds to the Ising symme-
try of Hund’s exchange. This approximation drastically reduces the
computational cost, making such calculations feasible. However, it
leads to an overestimation of the Curie temperature.82 Moreover, the
mean-field nature of DMFT also contributes to the overestimation
of Curie temperature, which can only be overcome by sophisti-
cated approaches beyond DMFT. Previous DFT + DMFT studies of
metallic iron found that the two above-mentioned approximations
lead to about twofold overestimation of its Curie temperature.81,83

Assuming the same ratio of calculated and experimental Curie tem-
peratures, we obtain a rough estimate of the Curie temperature
for Fe3Sn to be ∼750 K, which is very close to the experimentally
measured Tc = 725 K.80

E. Mn–Sn system
The thermodynamic convex hulls for the Mn-Sn system for all

(U − J) values are shown in Fig. 2(c). In this system, there are multi-

TABLE III. DFT energies of formation, space groups, and optimized lattice parameters from our calculations and available experiments (full information about structural properties
and energies is provided in the supplementary material).

(U − J) (eV) Lattice parameters for selected (U − J) ΔHf
Compound Space group Range of stability a (Å) b (Å) c (Å) β(deg) (U − J) (eV) (eV/atom)

W2MnB2 Immm 0.0 ≤ U − J < 0.3 3.120 4.668 7.200 ⋅ ⋅ ⋅ 0 −0.492
W2MnB2 P4/mbm 0.3 ≤ U − J 5.812 5.812 3.176 ⋅ ⋅ ⋅ 1 −0.522
W2MnB2 P4/mbm 5.786 5.786 3.160 ⋅ ⋅ ⋅ EXP69

W3MnB4 Pmm2 ⋅ ⋅ ⋅ 3.145 3.070 8.289 ⋅ ⋅ ⋅ 0 −0.484
W3MnB4 Pmm2 ⋅ ⋅ ⋅ 3.159 3.076 8.329 ⋅ ⋅ ⋅ 1 −0.510
W3MnB4 Pmm2 ⋅ ⋅ ⋅ 3.158 3.076 8.329 ⋅ ⋅ ⋅ 2 −0.468

WMnB2 I4m2 0.0 ≤ U − J ≤ 0.9 3.069 3.069 16.063 ⋅ ⋅ ⋅ 0 −0.538
WMnB2 Pmmn 0.9 < U − J ≤ 1.6 3.047 3.104 7.979 ⋅ ⋅ ⋅ 1 −0.566
WMnB2 Amm2 1.6 < U − J 3.017 3.104 8.128 ⋅ ⋅ ⋅ 2 −0.449
WMnB2 Amm2 3.012 3.120 8.130 ⋅ ⋅ ⋅ [EXP, this work]

W2Mn3B2 A2/m 0.0 ≤ U − J < 0.9 8.645 2.940 6.296 112 0 −0.412
W2Mn3B2 A2/m 0.9 ≤ U − J < 1.5 8.513 3.136 5.767 81 1 −0.425

FeSn2 I4/mcm 0.0 ≤ U − J ≤ 0.4 6.559 6.559 5.326 ⋅ ⋅ ⋅ 0 −0.0065
FeSn2 I4/mcm 6.533 6.533 5.323 ⋅ ⋅ ⋅ EXP85

Fe3Sn P63/mmc 1.7 < U − J 5.522 5.522 4.344 ⋅ ⋅ ⋅ 2 −0.0159
Fe3Sn P63/mmc 5.464 5.464 4.352 ⋅ ⋅ ⋅ EXP86

Fe3Sn2 R3m 0.0 ≤ U − J ≤ 1.7 5.326 5.326 19.803 ⋅ ⋅ ⋅ 0 −0.0174
Fe3Sn2 R3m 5.344 5.344 19.797 ⋅ ⋅ ⋅ EXP78

MnSn P6/mmm ⋅ ⋅ ⋅ 5.389 5.389 4.478 ⋅ ⋅ ⋅ 0 −0.0560
MnSn P6/mmm ⋅ ⋅ ⋅ 5.411 5.411 4.546 ⋅ ⋅ ⋅ 1 −0.0925
MnSn P6/mmm ⋅ ⋅ ⋅ 5.680 5.680 4.780 ⋅ ⋅ ⋅ 2 −0.0775

MnSn4 Cmmm 0.7 ≤ U − J 12.678 6.422 3.131 ⋅ ⋅ ⋅ 1 −0.0423
MnSn4 Cmmm 12.763 6.502 3.156 ⋅ ⋅ ⋅ 2 −0.0507

MnSn2 I4/mcm 0.6 ≤ U − J 6.725 6.725 5.528 ⋅ ⋅ ⋅ 1 −0.067
MnSn2 I4/mcm 6.671 6.671 5.443 ⋅ ⋅ ⋅ EXP87
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ple stable and metastable phases, some of which we show to be good
candidates candidate for permanent magnet production. Among the
predicted phases, MnSn2 (an experimentally synthesized phase in
the Mn–Sn system) is stable at 0.6 eV ≤ U − J and its crystal struc-
ture is correctly predicted in our calculations (Table II); however,
this compound is not a promising hard magnet. Below, we report on
two promising hard magnet candidates with easy axis anisotropy for
some values of U − J.

1. MnSn
This phase has space group P6/mmm [Fig. 3(f)] and is stable

at all values of (U − J) explored here. For U − J = 0 eV, this phase
has an easy axis anisotropy, but for U − J = 1, 2 eV, it has easy
plane anisotropy. MnSn has a reasonably good value of anisotropy
field and MAE compared to rare earth hard magnets, suggesting this
phase can be a good candidate for a cheap hard magnet. MnSn shows
the largest spontaneous magnetization among all compounds stud-
ied in this work (comparable to Sm–Co hard magnets). For other
magnetic properties of this phase, see Table II.

2. MnSn4

This compound showed stability when we included the
U-correction in our calculations. Its structure [Fig. 3(g)] has space
group Cmmm. For both U − J = 1 and U − J = 2, this phase has
an easy axis anisotropy with a large anisotropy field and a rather
high MAE, but a small spontaneous magnetization makes its energy
product the lowest among all the studied phases.

Our results show that systems containing Mn have large MAE,
see the MAE curve for each selected material in Fig. 8 and the
calculated magnetic properties are collected in Table II and can
be compared with those of state-of-the-art hard magnets. The lat-
tice parameters of selected compounds and available experimental
values are provided in Table III. Moreover, (U − J)-composition
phase diagrams of the Fe–Sn, Mn–Sn, and W–Mn–B systems and
details of crystal structure and magnetic moments are provided in
the supplementary material.

IV. CONCLUSIONS
Experiments involving magnetic materials are challenging for

several reasons. First, multiple magnetic structures are very close
in energy and cannot be exhaustively sampled in many cases. Sec-
ond, standard DFT calculations are often too crude, and DFT +
U is only semiquantitative. Here, we show how a simple exten-
sion of the evolutionary algorithm USPEX allowed us to optimize
the magnetic structure together with atomic structure and chemical
composition. Detailed DFT + DMFT calculations and experiments
can then be performed for the most interesting predicted materials.
A new function for quantifying the half-metallicity of a material is
proposed and several low-energy half-metallic phases are predicted
in the Cr–O system using multi-objective Pareto optimization as
implemented in the evolutionary algorithm USPEX. Using USPEX,
we searched for stable phases with high magnetization. Thereafter,
promising predicted systems were studied more thoroughly. Our
aim is to discover materials with high energy product ∣BH∣MAX as
well as high anisotropy field Ha. For example, our results show high
value of ∣BH∣MAX for Fe3Sn and MnSn (due to high magnetization

M0), and high anisotropy field in Mn-rich phases. In the studied sys-
tems (i.e., W–Mn–B, Fe–Sn and Mn–Sn), our calculations recovered
all experimentally known compounds and crystal structures and
resulted in a number of new predictions, also checking if larger-cell
magnetic ordering exists. One of the newly predicted materials, anti-
ferromagnetic WMnB2 has been confirmed by direct experimental
synthesis.

In total, we predicted five magnetic materials in our USPEX cal-
culations. Two of them, Fe3Sn and MnSn, theoretically, have shown
high ∣BH∣MAX and rather high anisotropy field, comparable to that
of available hard magnets, and the values exceed or are compara-
ble to those of other theoretically predicted compounds with no
rare earth elements;88–90 thus, they are of potential technological
interest. W3MnB4 has also shown high anisotropy field, but its rel-
atively low energy product is a drawback. In short, we can say that
our method has shown great efficacy, and the goal of finding rare
earth-free hard magnets appears achievable. The main current limi-
tation is the imperfect description of such systems by both DFT and
DFT + U approaches. Exploring ranges of (U − J) values and build-
ing “correlation phase diagram” gives a variety of possible solutions
(see the supplementary material). There is an ongoing debate as to
how to model electron correlations in magnetic materials in order to
obtain reliable results cheaply. Even within the DFT + U approach,
recent studies have shown that varying U and J separately is more
reliable than only using their difference.91 Irrespective of which way
of modeling electron correlations is superior, our work describes a
framework that can be used in conjunction with any method for
calculating magnetic properties, and as the accuracy of such meth-
ods improves, the prediction of novel magnetic materials within our
approach will become more and more accessible.

CODE AVAILABILITY
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